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Abstract
Continuous Integration (CI) aims at supporting developers in integrating code 
changes constantly and quickly through an automated build process. However, the 
build process is typically time and resource-consuming as running failed builds can 
take hours until discovering the breakage; which may cause disruptions in the devel-
opment process and delays in the product release dates. Hence, preemptively detect-
ing when a software state is most likely to trigger a failure during the build is of 
crucial importance for developers. Accurate build failures prediction techniques can 
cut the expenses of CI build cost by early predicting its potential failures. However, 
developing accurate prediction models is a challenging task as it requires learning 
long- and short-term dependencies in the historical CI build data as well as exten-
sive feature engineering to derive informative features to learn from. In this paper, 
we introduce DL-CIBuild a novel approach that uses Long Short-Term Memory 
(LSTM)-based Recurrent Neural Networks (RNN) to construct prediction models 
for CI build outcome prediction. The problem is comprised of a single series of CI 
build outcomes and a model is required to learn from the series of past observations 
to predict the next CI build outcome in the sequence. In addition, we tailor Genetic 
Algorithm (GA) to tune the hyper-parameters for our LSTM model. We evaluate our 
approach and investigate the performance of both cross-project and online prediction 
scenarios on a benchmark of 91,330 CI builds from 10 large and long-lived software 
projects that use the Travis CI build system. The statistical analysis of the obtained 
results shows that the LSTM-based model outperforms traditional Machine Learning 
(ML) models with both online and cross-project validations. DL-CIBuild has shown 
also a less sensitivity to the training set size and an effective robustness to the con-
cept drift. Additionally, by considering several Hyper-Parameter Optimization (HPO) 
methods as baseline for GA, we demonstrate that the latter performs the best
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1 Introduction

Continuous integration (CI) (Duvall et  al. 2007) is a set of software development 
practices that are widely adopted in commercial and open source environments 
(Vasilescu et al. 2015). A typical CI system, such as Travis CI https:// travis- ci. org/, 
a widely-used cloud-based platform for providing CI services to software projects, 
advocates to continuously integrate code changes, introduced by different devel-
opers, into a shared repository branch. The key to making this possible, according 
to Fowler (Fowler 2006), is automating the process of building and testing, which 
reduces the cost and risk of delivering defective changes. From the academic side, 
the study of CI adoption has become an active research topic and it has already been 
shown that CI improves developers’ productivity (Hilton et al. 2016; Saidani et al. 
2020, 2022), helps to maintain code quality (Vasilescu et  al. 2015; Saidani et  al. 
2021a, b) and allows for a higher release frequency (Zhao et al. 2017).

However, despite its valuable benefits, CI brings its own challenges. Hilton et al. 
(2017) revealed that build failures represent major barriers that developers face 
when using CI . A build failure, i.e., failing to compile the software into machine 
executable code, represents a blocker that hinders developers from proceedings fur-
ther with development, as it requires immediate action to resolve it. Indeed, Gha-
leb et al. (2019a) have shown that long build duration is not always associated with 
passed builds as expected and Hilton et al. (2016) found that passed builds can run 
faster than failed builds. For example, in the TravisTorrent dataset (Beller et  al. 
2017), failed Travis CI builds run 12 hours while passed builds can take 8 hours on 
average. In addition to the long build duration issue, the resolution may take hours 
or even days to complete, which severely affects both, the speed of software devel-
opment and the productivity of developers (Vasilescu et al. 2015).

Such challenges motivated researchers and practitioners to develop techniques for 
preemptively detecting when a software state is most likely to trigger a failure when 
built. In recent years, numerous prediction methods have been developed to leverage 
the history of previous build success and failures in order to train Machine Learn-
ing (ML) models. Such models learn from the CI builds history and use the domain 
knowledge to extract features and predict the outcome of a given input build. For 
instance, Hassan and Wang (2017) used Random Forest (RF), for the binary clas-
sification of build outcome , while Ni and Li (2017) adapted AdaBoost (ADA) to 
improve the accuracy of CI build prediction. Although these techniques have advo-
cated that predicting CI build failures is possible in practice and beneficial, the 
applicability of these approaches is limited due to three main challenges:

– Feature engineering: Traditional ML techniques rely on a set of features manu-
ally designed for characterizing a given problem, e.g., CI builds. Generally, the 
feature engineering task is tedious, time-consuming, error-prone and requires 
substantial expertise in the field (Li et al. 2018; Shan et al. 2016; Bouktif et al. 
2018; Sundsøy et  al. 2016). Additionally, the accuracy of prediction models 
depends highly on the relevance of the selected features. Broadly speaking, the 
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build failure prediction problem is not yet resolved as the reasons behind the 
build failure is still ambiguous.

– Temporal information: Previous work on CI build prediction is focused on 
TravisTorrent-based measures (e.g., number of all built commits, number of 
distinct authors, etc.) to predict new CI build results in the future, without tak-
ing temporal information into account, i.e., chronological order of CI build out-
comes. As a result, these works achieved a limited prediction accuracy. The CI 
builds outcome data is by nature a time series data (Atchison et al. 2017) where 
the temporal dimension is of crucial importance. However, such time series data 
can be highly erratic and complex with much noise and high dimensionality 
especially with unexpected or repetitive build failures over time (Längkvist et al. 
2014).

– Data imbalance: Another innate issue to classic ML-based approaches is related 
to the imbalanced distribution of class examples as failed builds are typically 
likely to occur less than passed ones (Xie and Li 2018). This challenges their 
applicability due to the performance bias that can occur when an imbalanced dis-
tribution of class examples is used (Bhowan et al. 2011, 2010, 2013). Further-
more, this imbalanced nature of the training data was rarely discussed in existing 
works. However, in CI context, a good accuracy on the failed builds prediction is 
more important than the passed builds accuracy.

These challenges make Deep Learning (DL) time series models suitable for this kind 
of problems (Längkvist et al. 2014). Indeed, DL methods make no assumption about 
the underlying pattern in the data and are also more robust to noise (which is com-
mon in time series data), making them an ideal choice for time series analysis of CI 
builds. Additionally, DL models are known to decrease the reliance on engineered 
features to address classification problems (Javier Ordóñez and Roggen 2016).

In this paper, we introduce DL-CIBuild, a novel approach to predict CI build fail-
ure. In particular, Long Short-Term Memory (LSTM) network is trained on sequen-
tial data in which each series observation is the history of build results during a 
specific time period. The time series prediction produced by LSTM models are then 
used to estimate the outcome of future builds. Moreover, as naive selection of hyper-
parameter values may compromise the effectiveness of any DL adaptation, we opt 
for an automated hyper-parameter optimization (Tantithamthavorn et  al. 2018a; 
Jebnoun et al. 2020). In particular, we rely on Genetic algorithm (GA) to find the 
optimal set of parameter values to build a model with optimal prediction accuracy. 
Furthermore, to handle the data imbalance, we apply Threshold Moving (Zhou and 
Liu 2005) to move the classification threshold such that more failed builds can be 
classified correctly (Zheng 2010).

To evaluate our approach, we conducted an empirical study on a benchmark com-
posed of 91,330 builds records from 10 open source projects that use the Travis CI 
system, one of the most popular CI systems (Hilton et al. 2017). We compare our 
predictive performance to five widely-used ML techniques namely Random Forest 
(RF), Decision Tree (DT), AdaBoost (ADA), Logistic Regression (LR) and Support 
Vector Classification (SVC) for which we applied resampling. The statistical results 
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reveal that our approach advances the state-of-the art by outperforming existing pre-
diction models.

In summary, the contributions of this work are the following:

– We introduce a new formulation of the CI build failure prediction as a time series 
problem using LSTM-RNN, and implement it with a tool called DL-CIBuild. To 
the best of our knowledge, this is the first attempt to use deep learning LSTM-
based approach to learn CI build failures. The built model can be trained effi-
ciently using CI build outcomes, which requires no feature engineering. More-
over, we use GA to optimize the hyper-parameters of our models for optimal 
performance.

– We conduct an empirical study to evaluate our LSTM-RNN based technique 
compared to different existing approaches based on a benchmark of 10 large 
open source projects with a total number of 91,330 builds. First, we validated the 
efficiency of GA for Hyper-Parameters Optimization (HPO) against four HPO 
methods such as Particle Swarm Optimization (PSO). Additionally, the obtained 
results of the predictive performance comparison reveal that DL-CIBuild is more 
efficient than existing ML techniques in terms of AUC, F1-score and accuracy 
which indicates that our approach is able to strike a better balance between both 
failed and passed builds accuracies. These results are further enhanced under 
cross-project validation by achieving a median of 72%, 57% and 78% of AUC, 
F1-score and accuracy, respectively. The obtained results indicate that DL-
CIBuild is a promising solution to deal with the lack of data in software projects. 
Moreover, we conducted a sensitivity analysis suggesting that our approach has 
less sensitivity than ML techniques with regards to the dataset size. Last but not 
least, we showed that DL-CIBuild is robust to concept drift (Widmer and Kubat 
1996).

– We provide our comprehensive dataset package available for future replications 
and extensions https:// github. com/ stilab- ets/ DL- CIBui ld. Our replication pack-
age contains the CI build dataset, the source code of DL-CIBuild, all the scripts 
used to run and reproduce the experiments with the necessary documentation.

The remainder of this paper is organized as follows. Section 2 provides the moti-
vation for time-series prediction then we present an overview of the CI build pro-
cess as well as LSTM-based modeling. We present our approach in Section 3. Sec-
tion 4 shows the experimental setup of our empirical study while Section 5 presents 
the obtained results. Section 6 discusses the results implications on CI developers, 
researchers and tool builders. Section 7 lists the related work. Section 8 reviews the 
threats to the validity of our results. Finally, Section 9 concludes the paper and out-
lines avenues for future work.

2  Motivation and background

In this section, we provide a motivating example. Then, we present a brief back-
grounds on CI build process, LSTM-RNN as well as genetic algorithms.
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2.1  Motivating example

Figure 1 depicts an example of CI build outcome fluctuations over time for Jruby 
GitHub project https:// github. com/ jruby/ jruby that uses the Travis CI system. As 
shown in the figure, we can observe that there exist data patterns and an explicit 
dependency on the time variable that may have a strong association with build out-
come. In practice, it is common that after a CI build failure, developers proceed 
to take the right actions to fix the cause of the build failure which may lead to a 
sequence of build failures followed by a succeeded build, as can be seen in Figure 1. 
Conversely, after a sequence of successful builds, build failures often happen in an 
unexpected manner over time. Moreover, previously experienced bugs and failures 
can be the root cause of new failures during the CI build, while other unforeseen 
failures may happen in an independent manner resulting into temporal dynamic 
behavior and complex non-linear dependencies between failures. Thus, individual 
observations, i.e., build results, cannot be predicted independently on each other. 
This makes the CI build failures a time-series data involving a sequence of observa-
tions over regularly spaced intervals. Indeed, time series data consists typically of 
sampled data points taken from a continuous, real-valued process over time, such as 
the CI build process.

This motivates us to formulate the CI build failure prediction as a time series 
problem of using LSTM deep learning to learn from past observations in order to 
identify temporal patterns that best describe the inherent structure and temporal pro-
cess embodied in the series and thus increase the predictive performance.

2.2  CI build process

CI aims to build healthier software systems by developing and testing in smaller 
increments without compromising software quality. The basic notion of CI, as 
described by Folwer (Fowler 2006) is to support developers’ work by automating 
the code compilation, dependencies collection and tests running. This process is an 

Fig. 1  A snapshot of build outcome fluctuations in JRuby between 2016-08-01 and 2016-08-31.”1” 
means a failed build, and ”0” for a passed build
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enduring check on the quality of contributed code that mitigates the risk of “break-
ing the build” as regressions can be detected and fixed immediately.

CI has a well-defined life-cycle when generating builds. The main phases of the 
CI build life-cycle are depicted in Figure  2. First of all, a contributor forks, i.e., 
clones, the project repository, makes some changes, as creating a new feature or by 
fixing some bugs, on the code base (1). When the work is done, the contributor sub-
mits the changes to the original repository (2). At this point, the CI service carries 
out a series of tasks to build and test these changes (3). Then, it provides immediate 
feedback on the outcome of the test to the core team (4), i.e., developers who dis-
pose of write access to a project’s code repository (Vasilescu et al. 2015). When one 
or more of those tasks fail, the build is considered failed, otherwise it will be passed 
and core team members proceed to do a code review and, if necessary, the submit-
ter would be requested for modifications. After a cycle of code reviews, automatic 
building and testing, if everyone is satisfied, the submitted changes will be merged 
to the mainline branch.

2.3  Long short‑term memory network

Long Short-Term Memory (LSTM) networks (Hochreiter and Schmidhuber 1997a) 
are a special type of Recurrent Neural Networks (RNNs) that have recently emerged 
as effective models capable of learning long-term dependencies. They were intro-
duced by Hochreiter & Schmidhuber (Hochreiter and Schmidhuber 1997b) and 
widely applied in language modeling (Sundermeyer et al. 2012), machine translation 
(Cui et al. 2015), speech recognition (Graves et al. 2013), classification (Athiwarat-
kun and Stokes 2017; Wang et al. 2016; Graves and Schmidhuber 2005) and many 
other real-world problems (Bouktif et al. 2018, 2020).

LSTM networks were designed to overcome the difficulty of training RNNs 
due to the vanishing gradient problem (Pascanu et  al. 2013). In a nutshell, it was 
observed that the gradients in RNNs tend to get smaller with back-propagation 
which forces the network to interrupt the learning process. In addition to hidden 
state and memory vectors, LSTMs introduce three gating mechanisms (Karpathy 
et al. 2015) namely (i) forget gate for deletion of less important information from 
memory, (ii) input gate to add new information to cell state and (iii) output gate 

Fig. 2  CI build process
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which decides what to output from memory. These gates allow efficient manage-
ment of LSTM internal cell memory.

Figure  3 shows the information flow and the set of gates within LSTM cells 
http:// colah. github. io/ posts/ 2015- 08- Under stand ing- LSTMs/. In this diagram, the 
pink circles represent point-wise operations (e.g. ”+” operation for addition), while 
the yellow boxes stand for neural network layers. Lines merging denote concatena-
tion, while a line forking denotes its content being copied to different locations.

The first step in LSTM is to decide what information to be erased from the cell 
state. The key to this is the top line of the diagram which represents the memory 
pipe. The input to this pipe is the old memory (a vector noted Ct−1 ) that passes 
through the forget gate layer. The latter is controlled by (i) a sigmoid layer neural 
network describing how much of each ht−1 (the output of the previous LSTM block) 
and Xt (the input for the current LSTM block) should be passed and (ii) a point-wise 
multiplication operation that is activated when we want to ignore the old memory. 
The next step is to decide what new information to be stored in the cell state using 
the input gate layer composed of (i) a sigmoid layer that decides which values of ht−1 
and Xt to be updated and (ii) a tanh neural layer that creates a vector of new candi-
date values to be added to the cell state. These two elements will be then combined 
(with + operation) to change the old cell state Ct−1 to the new cell state Ct . Finally, 
we need to set the output ht . We filter Ct through tanh operation and multiply it by 
the output of the sigmoid gate, so that we only output the parts we decided to.

There exist several variants of the LSTM architecture for RNNs like GRU (Dey 
and Salemt 2017) where the structure is similar to a LSTM cell but with only two 
gates namely update (combination of forget and input gates) and reset gates.

2.4  Genetic algorithm

GA is a widely used computational search technique, that has proven good perfor-
mance in solving many software engineering problems (Harman et al. 2012, 2010; 
Mkaouer et al. 2015; Ouni et al. 2016). GA is inspired by Darwinian evolution, and 
aims at finding -near- optimal solutions by simulating a natural evolutionary process 
(Goldberg 1989). Algorithm provides a high level pseudo-code of GA. It starts by 

Fig. 3  An overview of information flow in LSTM
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randomly creating an initial population P0 of individuals encoded using a specific 
representation. Then, a child population Q is generated from the population of par-
ents P0 using genetic operators (crossover and mutation). The whole population Q is 
sorted according to their performance computed by a fitness function and the worst 
solutions will be excluded based on the elitism mechanism, i.e., only the fittest solu-
tion will survive and will be transmitted to the next population. This process will be 
repeated until reaching the last iteration according to a stop criteria.

Algorithm 1 High level pseudo code of the Genetic Algorithm (GA)
1: Create an initial population P0;
2: EvalPopulation(P0); /* Evaluates the population P0 */
3: t = 0;
4: while stopping criteria not reached do
5: Q ← create-new-pop(Pt); /* Create new solutions from Pt */
6: /* EvalPopulation(Pt); /* Evaluate the new solutions */
7: Pt+1 ← ApplyGeneticOperators(Pt ∪Q); /* Next generation population*/
8: t = t+1;
9: end while

3  Our proposed approach

In this section, we present our approach DL-CIBuild for CI build failure predic-
tion. We first explain how we built our LSTM-RNN model to learn CI build fail-
ures, then we describe our genetic algorithm-based method to optimize the model 
hyper-parameters.

3.1  Methodology overview

The main goal of our approach is to help developers cutting off such expenses by 
effectively predicting the CI build outcome before they happen. Indeed, CI build 
failures are generally time and resource-consuming and can cause disruptions in the 
development process and delays in the software product release dates (Ghaleb et al. 
2019a). In particular, we handle the problem of CI build failures as a time series pre-
diction problem by estimating the outcome of a given build based on the history of 
observed build processes. We use LSTM-based Recurrent Neural Network (RNN) 
to model the CI build process sequential data. Figure 4 provides an overview of our 
proposed approach.

Our framework starts by adapting Genetic Algorithm (GA) to determine the 
appropriate hyper-parameters for the LSTM model. These parameters are then used 
to build the architecture of the final LSTM model. During this Hyper-Parameters 
Optimization (HPO), the input data,i.e., a sequence of CI build results, is prepared 
using reshaping; then the candidate models are trained according to their generated 
configurations. The training data is extracted from the history of CI builds that are 
typically recorded using the CI build system used by a software project, e.g., Travis 
CI. At the end of HPO, the optimal model, i.e. providing the best score, is selected. 
In the prediction phase, our optimal model is used to predict if an unknown build 
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would fail or succeed. The hyper-parameters to be tuned, the data preprocessing and 
the adaptation of GA are described in the following sub-sections.

3.2  LSTM model construction and hyper‑parameters tuning

We first need to design and configure our LSTM-RNN model by choosing the archi-
tecture, setting up the initial hyper-parameters, and selecting the mathematical com-
ponents such as activation functions, loss functions, and gradient-based optimizers 
(Jebnoun et al. 2020; Bouktif et al. 2020). Obtaining good results using LSTM net-
works is not trivial, as it requires consideration of the tuning of many parameters. 
Unfortunately, applying LSTM models may not produce acceptable or optimal 
results, not only because of the nature of the analyzed data but also due to the naive 
selection of its hyper-parameter values. Table 1 lists the parameters to be optimized 
for the LSTM model.

To construct the model, the first LSTM parameters to be tuned are the numbers of 
hidden layers and neurons per layer. As a neural network, LSTM depends highly on 

Fig. 4  DL-CIBuild overview
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the settings of these parameters. There is no final definite rule of how many nodes 
(i.e., hidden neurons) or how many layers one should be choosing, and generally, 
practitioners perform a trial and error approach to get the best results. The same 
uncertainty about the amount of these parameters also exists for the number of 
epochs and the batchsize as they affect how well/poorly the model can perform and 
also can help to prevent over-fitting. Another important parameter to be optimized is 
the optimizer. Among the optimizers, there exists stochastic root mean square propa-
gation (RMSprop) and adaptive moment estimation (adam). Last but not least we 
have to decide, the probability of dropout which stands for a regularization method 
where input and connections to LSTM neurons are partially excluded from activa-
tion and weight updates in order to avoid over-fitting. Not that for each layer, we set 
the same dropout probability.

As LSTM input data is essentially a set of past observation sequences, it 
is important to identify the most relevant time steps to feed the model. This can 
allow the LSTM model to capture the valuable information contained with different 
timescales.

Finding the suitable configuration is, on the one hand, a combinatorial problem 
where the selection is made from a very large space of choices; on the other hand, it 
is a learning problem where the hyper-parameters should reflect the CI build domain 
knowledge, such as the size of the software project, the number of developers, the 
adopted testing methods, the used CI system, influential time lags, seasonality, 
and other socio-technical factors that could differ from one project to another. We 
describe in the next subsection how GA is used to find the suitable hyper-parameters 
for our LSTM model.

3.3  GA adaptation for HPO of LSTM

In this section, we describe how we adapted Genetic Algorithm (GA) for LSTM 
model configuration problem, then we provide the hyper-parameters to be optimized 
for our LSTM model. In particular, as described in Section 2.4, for any attempt to 
use GA in a real-world problem, a number of key elements need to be defined such 
as the solution representation, genetic operators and the fitness function.

3.3.1  Individual representation

A candidate solution, i.e.,a set of parameters configurations, is represented as an 
array where each cell corresponds to a randomly generated value for a specific 
parameter as depicted in Figure 5. The initial population is composed of N solutions 
created randomly.

Fig. 5  An example of solution encoding for the GA
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3.3.2  Genetic operators

To evolve a population of solutions, genetic operators such as crossover and muta-
tion are used. We formulate our genetic operators as follows.

– Crossover: is used to combine the genetic information of two parents. In our adap-
tation, we use the standard single-point crossover operator. A sub-list is extracted 
from each parent. Then, the crossover operator exchanges the two sub-lists 
between parents. Figure 6 shown an example of the crossover operator applied to 
Parents 1 and 2 to produce two offspring solutions Child 1 and Child 2.

– Mutation: The mutation operator aims at adding slight modifications to a can-
didate solution. In our adaptation, the mutation operator first randomly selects 
one or more cells from a given candidate solution. Then, the selected cell(s) will 
be replaced by new randomly generated values. Figure 7 shows an example of 
mutation operators where three random cells from a parent solution are selection, 
i.e., the number of layers, the number of epochs and the optimizer, and randomly 
replaced by other values.

3.3.3  Solution evaluation (fitness function):

Each candidate solution should be evaluated to assess how good it is in solving the 
problem at hand. An appropriate fitness function should be defined to evaluate the 
fitness of a candidate solution, i.e., the selected hyper-parameters to build out model. 
In this paper, we aim to optimize the architecture of our LSTM-RNN model by min-
imizing the validation loss (Li et al. 2020).

Fig. 6  An example of crossover operator for the GA

Content courtesy of Springer Nature, terms of use apply. Rights reserved.
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3.4  Data preprocessing

To train the model, we must first transform the data to a specific encoding that 
could be modeled with LSTM. The input data for LSTM, which consists of set of CI 
builds results, needs to be reshaped into a 3D array with the following dimensions 
[samples, time steps, features], where the samples are the input data, time steps are 
the number of previous observations (which is tuned by GA) used to predict the next 
build result and features is the number of features considered to feed the network 
which corresponds to 1 as we use a single LSTM model. In Figure 8, we provide an 
example of input data (i.e. a sequence of builds outcomes) and how it reshaped with 
a time step = 5.

3.5  CI build prediction based on threshold moving strategy

In our case, LSTM works as a binary classifier where the output is the probability of 
class membership (i.e., the probability of new build to fail) and this must be inter-
preted before it can be mapped to a class label (e.g., failed or passed). Hence, it is 
crucial to set the decision threshold above which all values are mapped to one class 
and all other values are mapped to another class. Threshold moving has brought the 
attention from the DL research community (Collell et  al. 2018; Buda et  al. 2018; 
Krawczyk and Woźniak 2015; Zhou and Liu 2005; Zheng 2010) as a solution to 
handle the imbalanced distribution of class examples in time series data, which is 

Fig. 7  An example of mutation operator for the GA

Fig. 8  An example of data preprocessing

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



 Automated Software Engineering (2022) 29:21

1 3

21 Page 14 of 61

indeed the case of build failure prediction (Xie and Li 2018). This solution refers 
to tuning the threshold used to map probabilities to class labels as the default value 
(=0.5) can lead to a poor predictive performance when the data is imbalanced Foster 
Provost (2000).

4  Empirical study setup

In this section, we describe the design of empirical study that we performed to 
evaluate our approach, DL-CIBuild, based on the TravisTorrent dataset (Beller et al. 
2017).

Figure  9 provides an overview of our experimental design. First, we start by 
selecting the suitable optimization technique for our DL approach (RQ1). Then to 
validate the predictive performance, we compare our results with five widely-used 
Machine Learning (ML) techniques including Decision Tree (DT) (Quinlan 2014), 
Random Forest (RF) (Breiman 2001), AdaBoost (ADA) (Schapire 2013; Ni and Li 
2017), Support Vector Classification (SVC) (Hsu et al. 2003) and Logistic Regres-
sion (LR) CM Bishop (2006). We first consider online validation (Xia and Li 2017) 
(RQ2). Then, we investigate the generalizability of identifying CI build failures by 
applying cross-project validation using the Bellwether strategy (Xia et  al. 2017a) 
(RQ3). Lastly, we evaluate the sensitivity of our DL approach to the training size 
while comparing its performance against the other ML techniques (RQ4). In the fol-
lowing, we describe our validation in detail.

4.1  Replication package

We provide our replication package available at https:// github. com/ stilab- ets/ DL- 
CIBui ld. Specifically, we provide a comprehensive dataset, the source code of DL-
CIBuild and the benchmark models (i.e. RF, ADA, DT, LR and SVC). We also pro-
vide detailed instructions on how to run the code and replicate all the experiments 
we reported in this paper for future replications and extensions.

4.2  Data

Our experiments are based on TravisTorrent dataset, from which we selected top-10 
projects according to the number of build records. An overview about the studied 
projects is reported in in Table 2. It is worth noting that the dataset is highly imbal-
anced as reported in Table 2 with an average failure rate of 0.3.
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Fig. 9  Experimental design
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Rails1 is a web application framework that provides several features needed to 
create database-backed web applications according to the Model-View-Controller 
(MVC) pattern. Ruby2 is an interpreted object-oriented programming language 
often used for web development. JRuby https:// github. com/ jruby/ jruby is an imple-
mentation of Ruby on the JVM. Metasploit3 is a penetration testing platform 
that enables to write, test, and execute code with a suite of tools. Jackrabbit 
Oak4 is a scalable, high-performance hierarchical content repository designed for 
use as the foundation of modern web sites and content applications. OpenPro-
ject5 is one of the leading open source web-based project management systems. 
Cloudify6 is a cloud-enablement platform that on-boards applications to public 
and private clouds without architectural or code changes. Graylog2-server7 is a log 
management system that centrally captures, stores, and enables real-time search and 
log analysis. Vagrant8 is a tool for building and distributing development environ-
ments with a declarative configuration file. SonarQube9 is a popular platform for 
continuous inspection of code quality. Finally, the Open Build Service10 is a 
generic system to build and distribute binary packages from sources in an automatic, 
consistent and reproducible way.

Table 2  Studies projects statistics

Project Language Number of builds Failure (%) Age at CI 
(in days)

rails/rails Ruby 19,447 35 2,354
ruby/ruby Ruby 15,388 22 5,099
jruby/jruby Ruby 12,085 62 1,074
rapid7/metasploit-framework Ruby 8,839 8 2,571
apache/jackrabbit-oak Java 8,205 42 102
opf/openproject Ruby 7,088 36 287
CloudifySource/cloudify Java 5,742 26 220
Graylog2/graylog2-server Java 5,199 11 470
SonarSource/sonarqube Java 4,690 27 1,013
openSUSE/open-build-service Ruby 4,647 29 341

1 https:// github. com/ rails/ rails.
2 https:// github. com/ ruby/ ruby.
3 https:// github. com/ rapid7/ metas ploit- frame work.
4 https:// github. com/ apache/ jackr abbit- oak.
5 https:// github. com/ opf/ openp roject.
6 https:// github. com/ Cloud ifySo urce/ cloud ify.
7 https:// github. com/ Grayl og2/ grayl og2- server.
8 https:// github. com/ hashi corp/ vagra nt.
9 https:// github. com/ Sonar Source/ sonar qube.
10 https:// github. com/ openS USE/ open- build- servi ce.
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4.3  Research questions

We designed our experiments to answer five research questions:
RQ1. (Hyper-Parameter Optimization Comparison) How effective is GA for 

HPO compared to existing techniques?
Motivation. To fit our approach into the CI build prediction problem, we must 

first tune their hyper-parameters. Since there are many different HPO methods with 
different use cases, it is crucial to evaluate the need for an intelligent method such as 
GA.

Approach. In order to verify the performance of GA, we compare it with four 
methods. These techniques are selected based were chosen based on their popularity 
(Yang and Shami 2020), diversity (belonging to different families) and availability 
in Python: 

1. Random Search (RS): A HPO technique that belongs to the family of model-free 
algorithms. This method was proposed to overcome certain limitations of Grid 
Search (GS) related mainly to the computational costs random search (RS). RS is 
similar to GS; but, instead of testing all values in the search space, RS randomly 
selects a pre-defined number of samples between the upper and lower bounds. To 
implement RS, we use Hyperopt http:// hyper opt. github. io/ hyper opt/. (the HPO 
Python framework) while selecting rand.suggest algorithm. With regards 
to its performance, Bergstra and Bengio (2012) argued that RS is more effective 
than GS.

2. Tree-structured Parzen Estimators (TPE): is a Bayesian optimization (BO) based 
method that, unlike GS and RS, determines the future evaluation points based 
on the previously-obtained results. This technique has been widely applied in 
practice (Xia et al. 2017b; Guo et al. 2019). We use the implementation of this 
technique as provided by Hyperopt using the algorithm tpe.suggest.

3. Bayesian Optimization HyperBand (BOHB): is a multi-fidelity optimization tech-
nique that uses a subset of the original to solve the constraint of limited time and 
resources. It has been shown that BOHB outperforms many other optimization 
techniques when tuning SVM and DL models (Falkner et al. 2018). To implement 
this technique, we use HpBandSter Python library https:// automl. github. io/ 
HpBan dSter/ build/ html/ index. html..

Table 3  Configuration space for 
the hyper-parameters of LSTM

Hyper-parameters Search Space

Number of units range [32,512]
Number of layers range [1,7]
Batch Size range [4,256]
Number of epochs range [2,10]
Optimizer [’adam’, ’rmsprop’]
Dropout probability range [0.01,0.3]
Time step range [30,120]

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



 Automated Software Engineering (2022) 29:21

1 3

21 Page 18 of 61

4. Particle Swarm Optimization (PSO): is another meta-heuristic conceived by Shi 
and Eberhart (1998) that has been widely adopted for complex HPO problems 
(Tharwat and Hassanien 2019; Lorenzo et al. 2017). Note that PSO is supported 
in Optunity HPO framework https:// optun ity. readt hedocs. io/ en/ lates t/. as the 
default option.

In order to ensure a fair comparison, some constraints should be satisfied. First, we 
evaluate the different HPO methods using the same hyper-parameter configuration 
space. Table 3 summarizes the configuration space for LSTM model. Additionally, 
since the studied HPO methods evaluate the candidate configurations based on an 
objective function to be optimized, we use the same function to be optimized namely 
the validation loss. The training loss functions are threshold-independent metrics 
i.e. not sensitive to imbalanced data (Tantithamthavorn et al. 2018a).

After that, to deal with the stochastic nature of HPO methods, we repeat each 
experiment 31 times and the median performance is reported as the performance 
estimate, as recommended by Arcuri and Briand (2011). On the other hand, we set 
the the maximum number of iterations to 50 for RS, TPE, PSO and BOHB; while 
we set the number of generations and population size to 5 and 10 respectively for 
GA ( 5 ∗ 10 = 50).

In the next step, the performance metrics are selected. For each experiment on the 
selected ten datasets, online validation (cf. Section 4.3) is considered to evaluate the 
studied HPO methods. First, the Area Under the ROC Curve (AUC) (cf. Section 4.4) 
is used as the classification performance metric. Additionally, the computational 
time (CT), the total time needed to complete an experimentation, is also used as the 
efficiency metric (Yang and Shami 2020; Wicaksono and Supianto 2018; Xia et al. 
2017b; Tantithamthavorn et al. 2018a). Note that AUC is computed on the testing 
set while CT is calculated on the training set as the HPO methods are applied on this 
set.

It is also worth mentioning that in this work, all the experiments are executed 
on a computer equipped with an Intel Core i7-8700k CPU @ 3.20 GHz and using 
64-bit based Windows.

RQ2. (Within-project validation) How does our DL-CIBuild approach per-
form compared to ML techniques within projects?

Motivation. The first goal of our empirical study is to evaluate the performance 
of our DL-based approach for the CI build failures prediction problem against exist-
ing ML techniques. Thus, we want to investigate the efficiency of considering the 
time series dataset which consists of a sequential data of CI build outcomes against 
the use of ML techniques trained on state-of-the-art CI related features to assist 
developers in automatically identifying build failure.

Approach. We conduct an online validation in which builds are ordered and pre-
dicted chronologically. Similar to prior work by Xia and Li (Xia and Li 2017), we 
ranked for each selected project, the builds according to its start time and broke the 
whole set of a given project into ten folds. Then, we used the latter five folds as test-
ing sets: At each iteration i (1 ≤ i ≤ 5 ), the test set fold j ( 6 ≤ j ≤ 10 ), the former 
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j − 1 folds are selected as training set to train the model. It is worthy to mention, that 
we verified for each project and validation iteration, the existence of failed builds.

RQ3. (Cross-project validation) How effective is our approach compared to 
ML techniques when applied on cross-projects?

Motivation. Building a model to predict CI build failure requires having labeled 
data to train on. However, in real world situation, many projects do not have suf-
ficient historical labeled data to build a classifier (Xia et al. 2017a) (e.g., small or 
new project) which may prevent the project team from using a prediction tool. In 
this research question, we investigate to what extent a build failure prediction can be 
generalized through cross-project prediction.

Approach. Cross-project validation is a the-state-of-art technique to solve the 
lack of training data in software engineering (Xia et  al. 2017a). Specifically, we 
adopt Bellwether strategy (Krishna et al. 2016) as the project-level filter. The Bell-
wether strategy is a recently introduced source filtering method that can further 
improve prediction results of existing filtering methods, as reported by Xia et  al. 
(Xia et al. 2017a). In this strategy, the Bellwethers are selected as the best source 
projects according to previous prediction result, and considered as the source pro-
jects in the following cross-project prediction. In this section, we select the bell-
wether as the project providing the best results within online validation (RQ1).

RQ4. (Sensitivity to training size) How effective is our approach when vary-
ing the training set size?

Motivation. After validating the effectiveness of DL-CIBuild under two valida-
tion scenarios, we want to go further by showing the effects of the training data 
on the effectiveness of our technique compared to ML techniques which remains 
unknown. Knowing the impact of the size of training set is important, as it allows 
us to estimate the performance of DL-CIBuild when a small amount of data is pro-
vided. Also, given the same amount of data, the best scores we get, the more useful 
an approach is.

Approach. Using the same dataset described in Section 4.2, we train and evalu-
ate our approach against baseline techniques based on different training sizes. Simi-
larly to RQ2, we split the data into 10 folds sorted by the time of the build; then, 
we vary the size of the training set while using the same testing fold in each experi-
ment. In the first experiment, 50% of the datasets are used to construct the predictive 
models. In the second experiment, the datasets used for the model construction are 
increased to 70%. In the third experiment, the datasets used for model construction 
are increased to 90%. In the testing phase, we compare the predictive performance 
as described in the next section.

RQ5. (Concept drift) To which extent is our approach robust to concept 
drift?

Motivation. As the time passes, data can change. In some cases, the performance 
of the prediction models can degrade because the learned relationship between the 
input and output variables is no longer valid. This problem is called concept drift 
(Widmer and Kubat 1996; Tsymbal 2004) which should be detected and addressed 
to ensure the successful application of ML/DL based techniques (Singh et al. 2012; 
Ekanayake et  al. 2009; Zenisek et  al. 2019). In this paper, we aim to investigate 
whether the CI build failure prediction drifts over time using DL-CIBuild. This 
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would help us assess the need of the model’s retraining to prevent degradation in 
performance. On the other hand, if the drift is found to be negligible, this would 
indicate the robustness of our proposed approach.

Approach. To study the possible concept drift, we train and test the predictive 
performance of our approach over time against baseline techniques. As shown in 
Figure 9, we first split the data into 10 folds sorted by the time of the build. In the 
first iteration, we train the models using folds 1 to 5 (old data) and folds 2 to 6 
(recent data) and compare the predictive performance on the fold 7. In the second 
iteration, we compare the old data (i.e. folds from 1 to 5) to the folds 3 to 7 and test 
both data on fold 8 etc. In this way, we assess the effectiveness of the approaches 
based on data from two different time periods in order to assess whether the predic-
tive performance drifts over time.

4.4  Evaluation metrics

To evaluate the predictive performance (i.e. RQ2-5), we first compute the widely-
used performance evaluation metric F1-score which is defined as follows:

In our study, the recall is the percentage of correctly classified failed builds rela-
tive to all of the builds that actually failed while the precision is the percentage of 
detected failed builds that actually failed. These metrics are defined as follows:

where TP is the number of failed builds that are correctly classified as CI failed; FP 
denotes the number of passed builds classified as failed; and FN measures the num-
ber of classes of actual CI failed builds that identified as passed.

The second metric we consider in this study the Accuracy. It refers to the pro-
portion of correct predictions made by the model. Formally, Accuracy is defined as 
follows:

Moreover, it is important to account for imbalance in a data set as generally failed 
builds are much less to occur than past ones in typical software projects (Xie and 
Li 2018). Hence, we consider AUC measure which indicates how much a predic-
tion model/rule is capable of distinguishing between classes. A larger AUC value 
indicates better prediction performance. The main merit of the AUC is its robustness 
toward imbalanced data. For binary classification, AUC is defined as follows (Cer-
vantes et al. 2013):

(1)F1-score = 2 ∗
Precision ∗ Recall

Precision + Recall
∈ [0, 1]

(2)Recall =
TP

TP + FN
∈ [0, 1]

(3)Precision =
TP

TP + FP
∈ [0, 1]

(4)Accuracy =
TP + TN

TP + TN + FP + FN
∈ [0, 1]
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4.5  Machine learning benchmark

We compare the prediction performance of our DL-CIBuild approach with five 
widely-used ML techniques in previous CI and software engineering research (Xia 
et al. 2017a; Ni and Li 2018; Xia and Li 2017; Luo et al. 2017; Hassan and Wang 
2017; Ni and Li 2018; Santolucito et al. 2018), namely Decision Tree (DT), Random 
Forest (RF), AdaBoost (ADA), Support Vector Classification (SVC) and Logistic 
Regression (LR). The initial input to these models is a set of features comprising 21 
state-of-the-art CI features from TravisTorrent dataset (Xia et al. 2017a; Ni and Li 
2018; Xia and Li 2017; Luo et al. 2017; Hassan and Wang 2017; Ni and Li 2018; 
Santolucito et al. 2018). These features are summarised in Table 4.

4.5.1  Data pre‑processing

Data pre-processing is a vital step to obtain better performance of ML models which 
comprises data cleansing, normalization, and structure change(Hastie et al. 2009). 
As ML models are sensitive to the scale of the inputs, the data are normalized in the 
range [0, 1] by using feature scaling. Also, to mitigate the issue related to the imbal-
anced nature of the dataset, we rely on Synthetic Minority Oversampling Technique 
(SMOTE) method (Chawla et al. 2002), to resample the training data. Note, that we 
did not resample the testing dataset since we want to evaluate ML techniques in a 
real-life scenario, where the data is imbalanced. Additionally, for the sake of fair-
ness, we apply Threshold Moving (TM) to all ML techniques.

4.5.2  Parameter tuning for machine learning techniques

We use the best HPO method as the one to be revealed in RQ1. In order to facili-
tate the replication of our results, we provide the selected main parameters and their 
respective search spaces for ML techniques as shown in Table 5.

4.6  Inferential statistical test methods used

When applied to the same problem instance, ML and LSTM models may provide 
different results on each run. To deal with this stochastic nature, it is important to 
assess their effectiveness by performing a large number of runs, at least 30 runs as 
suggested in (Arcuri and Briand 2011). Additionally, it is essential to use the statisti-
cal tests that provide support for/rejection of the conclusions derived by analyzing 
the obtained results.

(5)AUC =
1 +

TP

TP+FN
−

FP

FP+TN

2
∈ [0, 1]
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4.6.1  Statistical tests for RQ1, RQ4 and RQ5

To perform multiple comparison tests, we cluster the approaches using Scott-Knott 
Effect Size Difference (ESD) method (Tantithamthavorn et al. 2017, 2018b). Scott-
Knott partitions the set of treatment means (e.g. means of model performance) into 
statistically distinct groups with non-negligible difference (i.e., 𝜌−value < 0.05 ). 
This clustering algorithm has been widely applied to different software engineer-
ing domains such as ranking the classification techniques (Ghotra et al. 2015) and 
comparing HPO methods (Tantithamthavorn et al. 2018a). We use the implementa-
tion of the Scott-Knott test provided by the ScottKnott R package (Jelihovschi 
et al. 2014). The Scott-Knott test ranks each approach exactly once, however several 
approaches may appear within one rank.

4.6.2  Statistical tests for RQ2 and RQ3

W employ Wilcoxon signed rank test (Wilcoxon et al. 1970) in order to detect sig-
nificant performance differences between the algorithms under comparison ( � is 
set at 0.05). We also use the Cliff’s delta, � , a non-parametric effect size measure 
for ordinal data (Cliff 1993) to assess the difference magnitude. The effect size is 

Table 5  Configuration space 
for the hyper-parameters of ML 
models

Model Hyper-parameters Search Space

SVC C [’linear’, ’rbf’]
kernel range [1,10]
max of iterations range [200,5000]

DT Criterion [’gini’, ’entropy’]
max depth range [10,100], None
min samples split range [2,10], None
min samples leaf range [1,5], None
max features [’sqrt’, ’log2’, None]

RF Number of estimators range [50,600]
max depth range [10,100], None
Criterion [’gini’, ’entropy’]
min samples split range [2,10], None
min samples leaf range [1,5], None
max features [’sqrt’, ’log2’, None]

ADA random state [None,0]
Number of estimators range [50,600]
Algorithm [’SAMME’, ’SAMME.R’]
learning rate range [0,1]

LR max of iterations range [200,5000]
penalty [’l1’,’l2’,’none’]
solver [’newton-cg’, ’lbfgs’, 

’sag’,’saga’,’liblinear’]
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considered negligible when ∣ 𝛿 ∣< 0.147 , small when 0.147 ≤∣ 𝛿 ∣< 0.33 , medium 
when 0.33 ≤∣ 𝛿 ∣< 0.474 and large otherwise (Romano et al. 2006).

5  Experimental results

In this section, we present the results of our empirical study with respect to the five 
research questions.

5.1   RQ1. Results of HPO comparison

The experiments of applying GA and other four different HPO methods when 
applied to LSTM models are summarized in Table 6. This table shows the average 
performance of each HPO methods evaluated based on AUC and the Computational 
Time (CT).

With regards to AUC scores, we clearly see that meta-heuristics methods, GA 
and PSO showed significantly better performances than other HPO methods. Using 
PSO, the LSTM model can achieve 60% in terms of AUC, while with GA, it can 
achieve a better performance with an improvement of 5%. This confirms that meta-
heuristic techniques are more suitable to complex search spaces as stated by previ-
ous studies (Yang and Shami 2020). Then, we see that BOHB method have shown a 
better performance than TPE as excepted since BOHB combines the advantages of 
Bayesian optimization and Hyperband by using TPE as a standard surrogate model. 
Lastly, we have found that TPE and RS obtained 53% and 52% in terms of AUC 
respectively but with no significant difference.

With the same search space size, we have found that BOHB is faster than other 
HPO methods. Conversely, BOHB does not yield the best performance in our exper-
iments. On the other hand, the computation time of RS and TPE is on average better 
than meta-heuristic algorithms due to their lower algorithmic complexities (Yang 
and Shami 2020). In addition, PSO is faster than GA since the latter requires an 
additional computational time dedicated to genetic operations (i.e. mutation and 
cross-over). But statistically, the difference is not significant (same ranking group).

Table 6  The ranking of the 
HPO methods for LSTM, 
divided into distinct groups that 
have a statistically significant 
difference in the mean

AUC CT

Method Rank Avg (%) Method Rank Avg(sec)

GA 1 65 BOHB 1 386
PSO 2 60 RS 2 520
BOHB 3 56 TPE 3 765
TPE 4 53 PSO 4 1,670
RS 52 GA 1,750
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DL-CIBuild can achieve higher predictive performance when using GA as 
HPO method with an improvement of 5% compared to PSO. But this comes 
with a higher computational time. Nevertheless, we use GA as HPO method 
in order to guarantee near-to-optimal configurations for LSTM models. For the 
sake of a fair comparison, we also use GA as HPO method for ML models.

5.2  RQ2. Results of online validation

Table 7 reports the average (of 5 online validation iterations) AUC, F1 and accuracy 
scores for each studied project. Note that DL-CIBuild, all the involved techniques 
are executed 31 times to deal with their stochastic nature. Then, we computed the 
median values of each experiment. Moreover, Table 8 shows the statistical compari-
sons of these experiments.

With regards to AUC, we clearly see that, for nine out of ten projects, the best 
scores are obtained by DL-CIBuild achieving on median 65% with an improvement 
of 7% over ML techniques. On the other hand, for the different projects, the sta-
tistical analysis provides evidence that our approach performs better than the ML 
techniques with large Cliff’s delta effect sizes. For instance, in the ruby project for 
which we obtained the best AUC results, our approach achieved 74% in terms of 
AUC compared to 59% for RF, 58% for LR, 57% for ADA, 56% for SVC and 55% 
for DT; which represents an improvement of 15% over ML for this project. However, 
in the sonarqube and metasploit-framework project, RF was slightly bet-
ter than DL-CIBuild. One explanation for this results could be related to the fact 
that the CI-related features are more efficient to predict the failure than the temporal 
information for these projects.

Overall, the results for AUC reveal that DL-CIBuild can reach a better trade-off 
(i.e., balance) between both positive (i.e., failed) and negative (i.e., passed) accura-
cies, by applying threshold moving, than all the ML techniques even with resam-
pling. This result lends support to previous results confirming that threshold-moving 
is a better choice in training cost sensitive neural networks (Zhou and Liu 2005).

Looking at F1-scores, we also see that DL-CIBuild achieved the best results for 
6 out of 10 projects with a median score of 49% with an improvement of 10% as 
compared to the results achieved by SVC (the best ML performing technique). The 
statistical tests reveal that DL-CIBuild outperforms ML with medium (compared to 

Table 8  Statistical tests results of DL-CIBuild compared to ML techniques under online validation

DL-CIBuild vs. ADA vs. DT vs. LR vs. RF vs. SVC

Accuracy p-value 10−9 10−9 10−11 10−6 10−10

Effect Size Large Large Large Large Large
AUC p-value 10−11 10−16 10−9 10−9 10−14

Effect Size Large Large Large Large Large
F1 p-value 10−5 10−3 10−4 10−5 10−3

Effect Size Medium Medium Medium Large Medium
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ADA, DT, LR and SVC) to large effect sizes (with RF). Exceptionally, in sonar-
qube project, we found evidence for LR algorithm to be better than DL-CIBuild. 
But overall, we clearly see that LR achieved poor performances in terms of 
F1-scores of 33% in median. This is especially the case for graylog2-server 
and metasploit-framework projects as LR turns out to be inefficient to cor-
rectly detect failed builds.

Broadly speaking, F1-score results demonstrate a compelling superiority of DL-
CIBuild to identify more failed builds than ML techniques.

As for the accuracy scores, the obtained results also show that DL-CIBuild is a 
better performer than the five considered ML techniques, with a significant improve-
ment of 11% in median, and large effect sizes as shown in Table 8. Additionally, the 
accuracy scores of our approach range from 63% to 85% while achieving in median 
a high score of 72% and for 9 out of 10 projects, the accuracy values of DL-CIBuild 
exceed those of ML techniques.

To sum up, it is worth noting that, due to the highly imbalanced nature of the 
analyzed data (i.e., only a small portion of the builds are failed) as can be seen from 
Table 2, the achieved AUC, F1 and accuracy results by DL-CIBuild are considered 
significant. Furthermore, we can see from the statistical results, that ML modest per-
formance may not be only related to the nature of the dataset as we applied resam-
pling to the training data using SMOTE, but this could be related to the complex 
and erratic temporal dependencies between the builds that are hard to capture with 
traditional ML techniques. Thus, DL-based time series models seem more appropri-
ate to such a problem. 

DL-CIBuild can achieve higher predictive performance than state-of-the-art 
ML techniques with a statistical significance under online-validation. Instead it 
achieved, in median, 65% and 49% in terms of AUC and F1-score respectively 
while reaching 72% of the overall classification accuracy. Moreover, we find 
that jruby project results outperform all the other projects by achieving the 
best scores in median. Thus, we select this project as the source (i.e. training 
set) project in the following cross-project prediction.

5.3  RQ3. Results of cross‑projects validation

As mentioned earlier, jruby project exhibited the highest prediction capability 
among the studied projects by achieving the best scores on average (and in median) 
and it is considered as the Bellwether for cross-project strategy. Hence, we train DL-
CIBuild, based on jruby project, using our evaluation metrics, the Area Under the 
ROC Curve (AUC), F1-score, and accuracy values, to measure the performance of 
our classifier. Table 9 presents the effectiveness of cross-project modeling compared 
to ML techniques while Table 10 reports the statistical tests results.

First, the results show that DL-CIBuild achieves a performance of AUC value 
of 72% in median which ranges from 63-82%. Six projects out of nine show good 
performance results ( ≥ 70% ) and cloudify achieves high AUC value of 82%. 
Compared to within-project validation, these results show that our approach 
can achieve with cross-projects a significant improvement of 7% in median over 
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online validation with a large effect size. Except for ruby whose AUC score 
slightly decreased from 74% to 73%, may be because the data in this project is 
larger than the bellwether data, all the studied projects show a better performance 
which indicates that DL-CIBuild a very promising solution to mitigate the lack of 
data, especially for new software projects. Additionally, we observe an improve-
ment of 17% in median over ML techniques whose results are worse than their 
within-project scores. The statistical tests results show that the difference is sig-
nificant with large effect sizes.

The same observations for AUC can be applied to F1-score for which we 
recorded for DL-CIBuild a significant improvement of 8% compared to within-pro-
ject results with a medium effect size. Also, DL-CIBuild is the best technique across 
all the studied projects by achieving in median 57% compared to ML techniques 
that showed modest to low F1-scores of 37% for SVC, 35% for LR and ADA, 34% 
for RF and 31% for DT. The statistical tests results show that DL-CIBuild is signifi-
cantly better with large effect sizes, as reported in Table 10. Another observation to 
report from these results is that all ML techniques have shown a drop in F1-scores; 
which confirms previous findings in the literature who pointed out that ML tech-
niques are less effective for cross-project prediction (Choetkiertikul et  al. 2018; 
Abdalkareem et al. 2020; Zhang et al. 2016). This result shows that when building 
ML techniques under cross-project prediction, the target project has a low collinear-
ity with the source project features.

Looking at the classification accuracy, we see that the scores are significantly 
improved compared to within project results, with a small effect size, for eight pro-
jects out of nine by achieving in median 78% (and 80% on average) and the accuracy 
values range from 68-89%. Similarly to online validation, DL-CIBuild obtained bet-
ter accuracy results compared to ML with significant differences and large effect 
sizes.

Results of RQ3 show a substantial improvement for DL-CIBuild compared to 
online validation results by achieving 72%, 57% and 78% in terms of AUC, 
F1-score and accuracy, respectively. These results indicate that our approach is 
effective when learning from a cross-project training corpus. We explain these 
results by the fact that in a cross-project setting, our approach is fed with more 

Table 10  Statistical tests results of DL-CIBuild under cross-projects compared to its achieved within-
project results as well as ML techniques

DL-CIBuild vs. online validation vs. DT vs. LR vs. ADA vs. RF vs. 
SVC

AUC p-value < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001

Effect Size Large Large Large Large Large Large
F1 p-value < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001

Effect Size Medium Large Large Large Large Large
Accuracy p-value 0.01 < 0.001 0.002 0.002 0.002 < 0.001

Effect Size Small Large Large Large Large Large
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data. Moreover, our proposed approach still outperforms state-of-the-art ML 
techniques.

5.4  RQ4. Results of the sensitivity to training size

We have validated the effectiveness of DL-CIBuild in terms of AUC, F1-score and 
accuracy through the RQ2 and RQ3. In this experiment, we want to go further by 
assessing the extent to which our approach can perform when varying different 
amounts of data compared to other ML techniques.

Figure 10 presents the performance (in terms of AUC, F1 and accuracy) on the 
test dataset, of the studied approaches, after training for 31 times with 50%, 70% and 
90% of the dataset. Additionally, Table 11 shows the rank differences for all of the 
studied approaches when varying the training sizes.

Fig. 10  Comparison of the prediction performance with different training sets sizes
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Looking at the plotted boxplots of DL-CIBuild, we observe that, for all the com-
puted measures, the performance of our approach increases up to 90% of the data-
sets for which the best scores were recorded. For instance, increasing the training 
from 50% to 90% of the datasets, results in an improvement of 3%, 5% and 9% in 
terms of AUC, F1 and accuracy in median respectively. Moreover, Table 11 shows 
that there is a clear separation of AUC, F1 and accuracy scores of DL-CIBuild into 
distinct Scott-Knott ranks for 50% and 90% of training data. However, the scores 
seem comparable when training on 70% and 90% of the datasets; which means that 
our approach plateaus out from 70%. Nevertheless, we can conjecture that an advan-
tage of using our approach in practice is that, as the project ages and more CI build 
records are available, DL-CIBuild will reach higher scores.

As compared to ML techniques, we clearly see that DL-CIBuild is better across 
different training set sizes. Moreover, Table  11 shows that for AUC scores, DL-
CIBuild is statistically better than other techniques even when trained only on 50% 
of the datasets. As for F1 and accuracy scores, we see that DL-CIBuild share the 
same ranking with other ML but achieves better scores. Overall, we conjecture that, 
for different training sizes, our approach is more suitable than the ML techniques.

Table 11  The ranking of the approaches when varying the training size, divided into distinct groups that 
have a statistically significant difference in the average (Avg)

AUC F1 Accuracy

Approach Avg(%) Rank Approach Avg(%) Rank Approach Avg(%) Rank

DL-CIBuild-90 64 1 DL-CIBuild-90 48 1 DL-CIBuild-90 69 1
DL-CIBuild-70 63 DL-CIBuild-70 46 DL-CIBuild-70 68
DL-CIBuild-50 61 2 DL-CIBuild-50 43 2 RF-50 64 2
RF-50 60 3 RF-50 39 RF-70 62
ADA-70 60 4 LR-70 37 3 DT-50 62
RF-90 60 LR-50 37 4 ADA-50 62
RF-70 59 RF-90 36 ADA-70 62
ADA-90 59 LR-90 36 DT-90 60
LR-70 59 RF-70 35 RF-90 60
LR-50 59 ADA-50 35 ADA-90 60
ADA-50 59 DT-70 35 DL-CIBuild-50 60
LR-90 58 SVC-90 34 DT-70 59
DT-90 56 5 DT-50 34 SVC-50 57 3
DT-50 56 DT-90 33 SVC-70 56
DT-70 56 SVC-70 32 LR-70 56
SVC-50 56 ADA-90 31 LR-50 55
SVC-70 55 ADA-70 31 SVC-90 53
SVC-90 54 SVC-50 31 LR-90 51

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



1 3

Automated Software Engineering (2022) 29:21 Page 33 of 61 21

The sensitivity analysis shows that our approach is more effective in CI build 
failure prediction than other ML techniques considering different training 
sizes. Although DL-CIBuild is able to work well for reduced amount of train-
ing data, its performance can be further improved within larger datasets.

5.5  Results of the concept drift evaluation

In the last evaluation, we study the extent to which the approaches under evaluation 
suffer from concept drift (i.e. the degradation in the predictive performance over 
time (Widmer and Kubat 1996)). Figure 11 presents the performance (in terms of 
AUC, F1 and accuracy) on the test dataset, of the studied approaches, after train-
ing for 31 times using old (in red) and recent (in blue) training data. Additionally, 
Table 11 shows the ranks for all of the studied approaches when training in different 
time intervals.

As shown in Figure 11, we observe that, for all the computed measures, the per-
formance of DL-CIBuild slightly increases when training the models on recent train-
ing data. For instance, we recorded a median improvement of 2% in terms of AUC 
when training on more recent data. However, when looking at Table 12, we see that 
the obtained results on both recent and old data seem to be comparable (same rank-
ing group). These results indicate that while predicting the next builds is better when 
training on more recent build records, the data stream does not seem to be drifting 

Fig. 11  Comparison of the prediction performance of DL-CIBuild against ML techniques trained on old 
and recent data
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for our approach. Thus, the models of DL-CIBuild do not need to be frequently 
retrained.

With regard to ML techniques, we found a significant drift in the performance of 
LR and ADA techniques while the RF, SVC and DT seem to be more robust to the 
concept drift as their results seem to be comparable using both old and recent data. 
But overall, we conjecture that, for different time intervals, our approach is more 
suitable than the ML techniques.

Unlike ADA and LR techniques, our approach showed an effective robustness 
to the concept drift which indicates that the latter do not need to be frequently 
retrained. Additionally, the results reveal that, again, DL-CIBuild is statically 
better than the baselines considering different training time intervals.

6  Discussions and implications

In this section, we discuss our findings and their implications for CI developers, 
researchers and tool builders.

6.1  For CI developers

Usage scenarios, benefits and costs of using our tool. We have shown that our 
approach is able to effectively predict the CI build results by achieving good results, 
reaching up to 80% in terms of AUC. The typical usage scenario of our tool is to 
provide suggestions on suspicious CI builds. Hence, DL-CIBuild allow teams to 
check their estimation of CI build results by providing accurate predictions on their 

Table 12  The ranking of the approaches when varying the training time, divided into distinct groups that 
have a statistically significant difference in the average (Avg)

AUC F1 Accuracy

Approach Avg Rank Approach Avg Rank Approach Avg Rank

DL-CIBuild-recent 67 1 DL-CIBuild-recent 48 1 DL-CIBuild-recent 70 1
DL-CIBuild-old 65 DL-CIBuild-old 46 DL-CIBuild-old 68
LR-recent 58 2 LR-recent 39 2 LR-recent 60 2
RF-recent 56 3 RF-old 36 3 ADA-recent 59
RF-old 56 SVC-recent 35 RF-old 57
LR-old 56 4 DT-recent 35 ADA-old 57 3
ADA-recent 56 LR-old 35 RF-recent 56
SVC-old 56 SVC-old 34 SVC-recent 56
SVC-recent 55 RF-recent 34 LR-old 54
ADA-old 54 5 DT-old 34 SVC-old 54
DT-recent 53 6 ADA-old 34 DT-old 52
DT-old 53 ADA-recent 33 DT-recent 45 4
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builds that are likely to fail. In this way, developers can cut off the expenses of CI 
build process. Such accurate predictions can help save the build generation time and 
effort, especially when there are limited resources. However, the cost is that some-
times some few failed builds may be missed or result in a waste of effort on false 
positives. Additionally, developers cannot simply analyze the warnings made by our 
tool in isolation, but rather, they need the reasons behind the failure to easily local-
ize it. Nonetheless, more details on the reasons for the failure are important, we plan 
to extend our approach with further support to software developers by providing suf-
ficient details about what retro-actions needed to fix a failed build.

DL-CIBuild can run faster. One of the acknowledged drawbacks of using our 
approach is that it is computationally expensive due to the massive training time of 
LSTM models as well as using Genetic Algorithm (GA) for Hyper-parameters Opti-
mization (HPO). In order to mitigate this issue, we improve the efficiency of GA 
by enabling the parallel evaluation of the configurations in each generation (which 
includes the training of LSTM models using the candidate configurations). By inte-
grating this parallelization mechanism, we significantly reduced the execution time 
of GA as can be shown in Figure 12. As we clearly see, the optimized version of 
GA can even run faster than BOHB technique that also supports the parallelization 
(Yang and Shami 2020).

The time of GA can be optimized in other ways: We can reduce the size of the 
hyper-parameter search space to better value ranges or defining other termination 
conditions for example when there has been no improvement in the population for K 
iterations.

6.2  For researchers

Researchers could investigate periodicity in build failure. Our study analysis 
lends support to previous research efforts (Rausch et al. 2017) showing that many 
failed builds occurred consecutively which indicates that if the build failed, the next 
build is more likely to fail as well. This finding may encourage researchers to get 
insights into the periodic trends of build failure which would help researchers to 
enhance the CI practice. Researchers can further analyse the periodicity of CI build 
failures and investigate what software engineering activities may link with such fail-
ure periods, e.g., feature requests, bug fixes, refactoring, release preparation, etc.

Deep learning LSTM is a suitable modelling choice for software engineer-
ing problems for which the temporal dimension is important. To the best of our 
knowledge, our work is the first attempt to use deep learning LSTM for the problem 
of learning CI build failures. The use of LSTM models has allowed to automatically 
learn the periodicity of build results and use this for predicting build failure. The 
evaluation results demonstrate the significant improvement that our DL approach 
has brought in terms of predictive performance especially with comparison to ML 
techniques. These results represent a significant improvement that can help research-
ers to mitigate the issues related to feature engineering which is a tedious and error-
prone process that needs specific expertise with the domain knowledge to generate 
features for ML models. Moreover, DL-CIBuild has shown effectiveness in handling 
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the lack of data considering cross-project validation while no existing solution 
has been demonstrated to work at this performance scale. Knowing that software 
engineering tasks are process-based where the temporal dimension is of crucial 
importance, our proposed approach can serve as the baseline for further research 
in the application of DL and LSTM models to time series problems in software 
engineering.

Dynamic selection of the classification threshold. Another possible direction 
to enhance the prediction accuracy of deep learning LSTM models is to accurately 
set the classification threshold (above which a build is considered failed) which can 
highly impact the prediction results. As illustrated in Figure 13, we can see an exam-
ple highlighting the importance of threshold moving from the Ruby project. In this 
figure, the chart (a) plots the output of our LSTM model (which is following the 
real trend), while the chart (b) shows the prediction results when the classification 
threshold is set by default (=0.5) which results in classifying all the builds as suc-
ceeding (none of the failed builds can be detected). Based on these observations, 
an important research direction for CI researchers is to consider adaptive thresh-
old selection over time when conceiving DL-based models. This selection can be 
performed dynamically over time, i.e., adapted depending on the project’s activity 
period such as major/minor releases, new features, library dependencies upgrade/
migration, code reengineering, code optimization, etc. We conjecture that a dynamic 
selection can be an effective solution for deep learning LSTM based prediction.

Can the predictive performance be improved with re-sampling? So far, we 
showed that DL-CIBuild provides an effective improvement over the ML techniques 
without re-sampling but instead using Threshold Moving (TM). Unlike sampling, 
TM does not rely on the manipulation of the training set but instead on manipu-
lating the classifier output. However, one can argue that the use of resampling can 
further improve the identification of CI build failures for DL-CIBuild, even though 
the latter has shown less sensitivity to the class imbalance problem as pointed out in 

Fig. 12  Theimpact of the training set size on the execution time to run GA before (blue) and after (green) 
parallelization compared to BOHB (in red)
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our previous research questions (RQ2+RQ3). Thus, we conduct a set of additional 
experiments to re-balance the input data prepared in Section  2(online and cross-
project validations) using SMOTE (Chawla et al. 2002) the standard oversampling 
approach; and re-run the LSTM-RNN learning process on the new balanced data. 
Similar to (Buda et al. 2018), the combination of TM and SMOTE is also tested. To 
provide a comprehensive comparison, we compute the F1-score, AUC score and the 
overall accuracy. Figure 14 shows the obtained results using SMOTE (in red), TM 
(in blue) and by combining the two approaches (in green). Considering online vali-
dation, we observe that framework shows a better performance using TM than when 
applying SMOTE with a statistically significant (but small) improvement of 4% in 
terms of AUC and F1 respectively.

Moreover, combining the two approaches can slightly enhance the TM results by 
2% in terms of AUC and F1 respectively. However, the statistical test suggests that 
the difference between TM and the combination is negligible. Hence, using TM on 
a balanced dataset can provide comparable results to applying it to the original data. 
Additionally, the overall accuracy of SMOTE is slightly better due to the skewed 
data distribution in the testing set. When it comes to cross-project, the three strate-
gies seem comparable with no significant differences for F1, AUC and the accuracy. 
This suggests that using although SMOTE is effective, it is not so good as thresh-
old-moving which is in line with previous studies results(Zhou and Liu 2005; Buda 
et al. 2018). Additionally, taking into account the drawbacks of re-sampling such as 
over-fitting (Tantithamthavorn et al. 2018a) and the computational expense (Bhowan 
et al. 2009), we advocate that threshold-moving alone can be successfully applied.

6.3  For tool builders

Feedback mechanisms to predict build failures. CI services such as Travis CI 
could provide mechanisms for developers to estimate the likelihood that their cur-
rent build would fail. Information about the predicted build failures can help the 
software development team to avoid time overhead. Such information would provide 
decision support to avoid useless build runs or suggest running builds during project 

(a) Failure prediction probability. (b) Failure prediction result when the thresh-
old is set to 0.5.

Fig. 13  An example showing the impact of the threshold moving on the prediction accuracy extracted 
from the project Ruby 
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inactivity periods (e.g., out of the working hours) in order to avoid the risk of reduc-
ing the team’s productivity and release delays.

Retro-actions to fix the build failure. Besides failure prediction, tools are 
needed to help developers fixing build breakages. One possible direction is to define 
the delegated developers to fix the build which may result in a better management of 
the resources. We also encourage tool builders to go further by recommending the 
relevant actions and code changes needed to fix the failed build.

Dealing with concept drift. While in RQ5, we showed that DL-CIBuild is robust 
to concept drift, its performance can be further improved when training on more 
recent data. This result would encourage us and other tool builders to upgrade the 
prediction tools in a way to allow re-fitting the models periodically using the most 
recent historical data. However, the main difficulty remains in detecting the right 
moment when the model needs to be re-trained. One possible solution to this prob-
lem is to monitor the prediction performance and if it is degraded below a certain 

Fig. 14  Comparison of DL-CIBuild results with SMOTE (red), Threshold Moving (blue) and by combin-
ing them (green)
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threshold (i.e. a concept drift is detected), an alarm is triggered to re-train the model. 
This threshold can be configured by the tools users.

Importance of hyper-parameters tuning. In our appendices (Appendix A, 
Appendix B, Appendix 1 and Appendix 1), we provide all the optimal obtained by 
the Genetic Algorithm (GA) for each project and experiment considering different 
validations. We notice that the optimal parameters change over time and differ from 
one project to another. This highlights the importance of exploring the parameter 
space periodically in order to ensure the performance stability/improvement.

7  Related work

This section presents the research around this topic. First, we review research 
works about CI builds prediction. Then, we present the studies performed to ana-
lyse CI builds. Finally, we provide insights into the application of HPO of ML/DL 
approaches.

7.1  Prediction of CI builds

Many research works have introduced prediction models to predict the build status. 
However, we only focus on works dedicated to CI environment that has different 
workflow and can suffer from different latency as stated by Hassan and Wang (2017) 
and Hilton et al. (2016). For the sake of clarity and completeness of the reporting, 
we summarise them in Table 13, presenting their key information, e.g., used models, 
along with a brief description of the methodology employed to address their objec-
tives and the achieved results.

Xia and Li (2017) compared nine ML models to construct CI prediction mod-
els of 126 open source projects hosted on GitHub. Their experiments were based 
on both cross-validation and online scenarios. In cross-validation, their models 
achieved an Area Under the ROC Curve (AUC) score of over 70%. However, under 
the online scenario, they observed a tendency for their prediction scores to decrease 
up to 60% of AUC. In both scenarios, they found that Decision Tree (DT) and Ran-
dom Forest (RF) achieved the best performance scores.

Ni and Li (2017) employed AdaBoost (ADA) to predict CI build failures of 532 
CI projects. This adaption achieved an AUC of 75%, using 50% of the dataset as 
training set and last 50% instances as test set.

Hassan and Wang (2017) proposed the prediction model of CI build failure on 
three build systems, namely Ant, Maven and Gradle, under the cross-project pre-
diction and cross-validation scenarios. Using RF, they achieved over 90% of AUC 
scores for the considered build systems. Additionally, the cross-validation provided 
better results. However, when we looked at the provided dataset, we found that there 
is a large number of redundant lines that may influence the validity of the reported 
results. We also found that the dataset is perfectly balanced (45% of failed builds) 
which is not the case in practice as it is generally known that failed builds are much 
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less to occur than passed ones (Xie and Li 2018). In this paper, we found that when 
applying RF to our generated dataset, our approach can achieve better results.

Xia et  al. (2017a) conducted an empirical study to evaluate the predictive per-
formance of six common ML models including RF and DT considering cross-pro-
ject validation. For dataset selection, they compared three methods namely Ran-
dom Selection, Burak Filter based on build-level and Bellwether Strategy based on 
project-level. According to the results of their experiments, they found that Bell-
wether strategy performs better than the two other methods. And among the used 
models, they found that DT classifier performs the best achieving a score of 17% for 
F1-score on average.

Luo et  al. (2017) have used the features of TravisTorrent dataset to predict the 
result of a build. Additionally, they compared Support Vector Machine (SVM), DT, 
RF and Logistic Regression (LR). Based on 10-fold cross-validation, the results 
reveal that LR and SVM were the best performers.

Although these research efforts have advocated that predicting CI build failures 
is possible, these works achieved a limited prediction accuracy that is sometimes 
comparable to the performance of random guessing (Xia et al. 2017a). Another main 
issue to classic ML-based approaches is related to the imbalanced distribution of 
build results. This challenges their applicability due to the performance bias that 
can occur when an imbalanced distribution of class examples is used (Saidani et al. 
2020). Furthermore, this imbalanced nature of the training data was rarely discussed 
in existing works. However, in CI context, a good accuracy on the failed builds pre-
diction is more important than the passed builds accuracy. The existence of these 
issues suggest that the build failure prediction problem is not yet resolved. In our 
paper, we showed that the usage of DL-CIBuild, the DL-based approach, can effec-
tively predict the CI build failure while considering the imbalance nature of the data.

7.2  Analysis of CI builds

The analysis of build failure is a growing topic as many research works (Beller et al. 
2017; Luo et al. 2017) attempted to discover the reasons behind build breakage that 
are related mainly to the development activities. Other studies investigated the tem-
poral trends of CI builds and investigated the link between the current build and pre-
vious ones. In particular, Rausch et al. (2017) observed by analyzing the build logs 
that for 10 selected projects using Travis-CI, that more than 50% (up to 80%) of all 
failed builds follow a previous build failure. That is, if the build failed, the next build 
is more likely to fail as well. Ni and Li (2017) also found that features linked to 
the last build such as previous build result can be effective in predicting the current 
build outcome. These results lend support to our findings as our study shows that 
the sequence of build results is a strong predictor for future failures. Atchison et al. 
(2017) also observed a clear seasonality in build activity, as their approach was able 
to estimate the number of builds to be generated in the future, with an average accu-
racy of 86%. However, that study did not investigate how the build outcome evolves 
over time, nether it estimated the build results. Ghaleb et al. (2019b) revealed that 
some builds may break while generating the build. Such kinds of build breakages 
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introduce noises to build breakage data. Particularly, they found that 33% of the 
Travis CI build failures are due to environmental factors, 29% are due to errors in 
previous builds, and 9% are due to build jobs that were later deemed by developers 
as noisy. Gallaba et al. (2018) also found that CI builds are noisy.

Despite this much research, the reasons behind the build failure is still ambigu-
ous. The findings of our paper encourage researchers to analyse further the perio-
dicity of CI builds that may be linked to other software engineering activities e.g. 
release preparation.

7.3  Application of optimization techniques to ML/DL algorithms

Very often a learning algorithm performance can be significantly improved through 
the optimization of its parameters selection (Tantithamthavorn et al. 2018a). Hyper-
parameter tuning can be interpreted as an optimization problem where the objec-
tive is to find a configuration that optimizes an objective (e.g. minimize the loss 
function).

Grid Search(GS) is widely used method for HPO (Bergstra et  al. 2011). This 
approach consists of trying all possible combinations of an existing set of param-
eters. However, with the growing complexity of the search space due to the increase 
of parameters and their possible values, GS becomes a non practical choice for con-
figuring complex learning algorithms (Yang and Shami 2020).

Random Search (RS) was proposed by Bergstra and Bengio (2012) to overcome 
certain limitations of GS. Instead of testing all possible combinations in the search 
space, RS randomly selects the candidate hyper-parameter values. . In (Bergstra 
and Bengio 2012), the authors showed that RS is more efficient than RS for tuning 
neural networks. However, RS may involve many unnecessary evaluations, which 
decrease its efficiency (Bergstra and Bengio 2012).

Bayesian Optimization (BO) (Snoek et  al. 2012) is an iterative algorithm that, 
unlike GS and RS, determines the future evaluation points based on the previously-
obtained results. One of the most commonly used BO-based methods is Tree-struc-
tured Parzen estimator (TPE) (Bergstra et  al. 2011) which has proved its effec-
tiveness. For instance, by tuning XGBoost, Xia et al. (2017b) have found that TPE 
performs significantly better than RS, GS and manual search in terms of accuracy 
but requires more time due to the additional computational costs related to the crea-
tion of Parzen estimators. Guo et al. (2019) have also found that TPE is better than 
RS in terms of accuracy and precision.

Bayesian Optimization HyperBand (BOHB) (Falkner et  al. 2018) is a recent 
approach (in 2018) that combines Bayesian optimization and HyperBand (Li et al. 
2017) by replacing HyperBand’s random search by TPE. Recently, Haris et  al. 
(2021) have shown that this approach is better than TPE and HyperBand for tuning 
deep learning.

To solve complex and large search space problems, meta-heuristics, including 
Genetic algorithms (GAs) and Particle Swarm Optimization (PSO), are the most 
prevalent (Yang and Shami 2020). For instance, Lorenzo et  al. (2017) found that 
PSO improves the performance of RS and GS. The same conclusion was dropped 
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by Tharwat and Hassanien (2019). Wicaksono and Supianto (2018) have shown that 
GA is better than GS to tune Support Vector Machine (SVM), Random Forest (RF), 
Adaptive Boosting (AdaBoost) and K-Nearest Neighbour (KNN). Di Martino et al. 
(2011) also used GA to configure SVM models.

There exist other HPO methods that were described in detail in Yang and Shami 
(2020) review. In our paper, we showed that GA is the most suitable, in terms of 
AUC and time, HPO technique when applied to LSTM in the context of CI build 
failure.

8  Threats to validity

This section describes the threats to the validity of our experiments.
Internal validity is related to the relationship between treatment and outcome. In 

this paper, it concerns our selection of subject systems, methods and tools. A threat 
to internal validity could be related to the stream of the selected projects data. When 
most of the build failures occur early during the project growth phase, there is little 
added value in exploring their data later in the life-cycle (Shrikanth et al. 2020). To 
address this issue, we have double-checked each project data stream by computing 
the number of failed builds in each studied month. We have found that the build 
failure is well distributed among all the studied periods. We cannot also generalize 
our findings to other projects as they may have different temporal stream patterns. 
We also considered two validation scenarios: Online validation which is a realis-
tic scenario as it considers the chronological order of CI builds and mimics what 
happens during the CI process. The second scenario we considered is cross-project 
which was used to assess the generalizability of our approach based on the Bell-
wether strategy. Future work is planned to validate our approach considering other 
scenarios/strategies. Another potential threat is related to the selected performance 
metrics. We basically used standard performance metrics namely F1-score, accu-
racy and AUC that are widely accepted in predictive models in software engineer-
ing (Hastie et al. 2009). On the other hand, the variation of metrics also strengthens 
the generalization of our results as our findings are not based on one specific met-
ric. Another potential threat could be related to the selection of the prediction tech-
niques. We have investigated existing papers related to the prediction of CI builds, 
and we have adapted their algorithms in our comparative study (Xia et  al. 2017a; 
Ni and Li 2017; Xia and Li 2017; Luo et  al. 2017; Hassan and Wang 2017). We 
replicated their models based on their descriptions, and we have used our dataset as 
a baseline to compare all approaches. It is important to point out that these models 
were tuned to use the set of features that are available with respect to the projects we 
use in our experiments. These ML techniques were used in previous CI and AI for 
software engineering research (Abdalkareem et  al. 2020; Ghotra et  al. 2015; Tan-
tithamthavorn et al. 2018b). Nevertheless, we plan as part of our future work to con-
duct a large-scale empirical study with other techniques. Another threat comes from 
our choice of HPO methods. We compared GA against methods that are often seen 
in literature and implemented in Python frameworks/libraries. But even with all that, 
we have not explored all the existing HPO methods. To some extent, that is because 
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no single paper can explore all algorithms. But also, sometimes we choose not to 
explore certain algorithms since they are out-of-scope for this study.

It would be also interesting to compare the performance of the Threshold Mov-
ing against other sampling techniques like MAHAKIL (Bennin et al. 2017) or SMO-
TUNED (Agrawal and Menzies 2018), which would be an interesting future work

Construct validity refers to the extent to which the experiment setting reflects 
the theory. The first threat to construct validity is randomness that may introduce 
bias. To mitigate this threat, we performed 31 runs of each algorithm and considered 
the median value in each validation iteration and applied statistical tests to remove 
spurious distinctions. As for the used features to feed ML techniques, we used stand-
ard features from TravisTorrent dataset that commonly used in the literature (Xia 
et al. 2017a; Ni and Li 2018; Xia and Li 2017; Luo et al. 2017; Hassan and Wang 
2017; Ni and Li 2018; Santolucito et  al. 2018). We plan to extend these features 
in an attempt to see their impact on the prediction performance. Additionally, the 
hyper-parameters search space could introduce some bias in our results as consider-
ing different ranges/parameters may yield different results. However, the exploration 
of the parameter space of automated HPO methods may require a considerable com-
putational cost. Thus, future replication of this work should explore other ranges/
parameters and their impacts on the predictive performance. Another threat to con-
struct validity is related to the setting of RQ5 to detect the concept drift since defin-
ing another validation scenario could lead to different results. Further experiments 
are required to confirm/refute the existence of concept drift in CI builds. Another 
threat to construct validity could be related to the annotated set of builds as in our 
dataset, the build results are noisy (Ghaleb et al. 2019b; Gallaba et al. 2018). While 
according to our knowledge, TravisTorrent is the only available dataset of CI builds, 
a future work based on clean build breakage dataset is required.

Conclusion validityaffects the ability to draw correct conclusions about the rela-
tionship between treatment and outcome. We have carefully chosen non-parametric 
tests, namely Wilcoxon and Cliff’s delta, in the study as they do not require data 
normality assumptions (Malhotra and Khanna 2017). The suitability of the used sta-
tistical non-parametric methods with data ordinality, along with no assumption on 
their distribution raises our confidence about the significance of the analyzed sta-
tistical relationships. Moreover, to increase the confidence in the study results, we 
used three widely-acknowledged prediction performance measures, i.e., F1-score, 
accuracy and AUC to evaluate the obtained results from the considered algorithms.

External validity concerns the possibility to generalize our results. Our experi-
mental results might have concerns of generalizability, since we performed the 
experiments with ten open source projects that use TravisTorrent as their CI host 
tool. While TravisTorrent is one most popular cloud-based platforms for providing 
CI services to software projects, our results could not be generalized to other CI 
tools and other open-source or industrial projects. As future work, we plan to extend 
our study on other open source and industrial projects as well as other CI tools. We 
also plan to provide our approach as bot to be integrated into code review and CI 
tools to help developers predicting their build failure risks.
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Reliability validity concerns the possibility of replicating this study. All the stud-
ies projects are publicly available. Moreover, the Python implementation of our 
approach is provided in our replication package https:// github. com/ stilab- ets/ DL- 
CIBui ld.

9  Conclusion

In this paper, we introduced DL-CIBuild a two-phase framework for CI build failure 
prediction. In the first phase, we implement LSTM model based on the temporal 
information of build results. Then, we use Genetic Algorithm (GA) for tuning the 
model hyper-parameters. To evaluate the effectiveness of our approach, we conduct 
an empirical study on ten open-source projects that use the popular CI host system, 
Travis CI, with a total of 91,330 builds. In summary, the empirical study results 
show that (i) when compared to other methods for automated parameters tuning, GA 
can provide better configurations, (ii) under online-validation, our approach achieves 
a reasonable and better performance than the five Machine Learning techniques in 
terms of AUC, F1-score and accuracy (iii) when it comes to cross-project validation, 
DL-CIBuild has shown a good effectiveness to learn from cross-project training 
corpus which means that our approach is readily applicable to both within-project 
and cross-project predictions and (iii) the sensitivity check results reveal that our 
solution is more robust than ML techniques across varying the training set size and 
the predictive performance is estimated to be enhanced with larger base of CI build 
results.

DL-CIBuild represents an interesting case study on the effectiveness of deep 
learning LSTM for CI build failures prediction. As future works, we envision to 
improve the performance of our approach by considering other prominent aspects 
and perform the experiments on more projects. This can help developers and 
researcher get more insights on the CI build failures problem, as the next generation 
of software defects, and gain actionable information to improve the practice of CI in 
software projects. Moreover, we plan to implement a bot based on DL-CIBuild and 
conduct a user study with our industrial partner to better evaluate our approach in an 
industrial setting. Additionally, the tool can allow updating the trained model with 
more data when the performance degrades below a certain threshold; which could 
be configured by the tool users.

A optimal parameters for online validation (RQ1 and RQ2)

See Table 14.
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B optimal parameters for cross‑project validation (RQ3)

See Table 15.

C optimal parameters for RQ4

See Table 16.

Table 15  Optimal Parameters 
for cross-project validation 
(Jruby is the training project)

Parameter Optimal value

nb_epochs 5
nb_batch 16
time_step 60
drop_proba 0.2
nb_layers 4
nb_units 32
optimizer “adam”
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